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The critical slowing down of anisotropic magnets, binary mixtures, and 
systems undergoing structural transitions is interpreted in terms of suitable 
defined "clusters," their growth, and their motions (cluster reactions, 
cluster diffusion, and cluster waves). Our previous studies of the Glauber 
model are extended considerably by numerical calculations, including the 
use of the cluster model of Reatto and Rastelli. The behavior of the re- 
laxation function is very insensitive to the details of the models used. A 
scaling theory of nonlinear response is given, which is far more general 
than the cluster dynamics treatment. Two different cases occur: (i) at fixed 
"relative nonlinearity" the critical exponents agree with the corresponding 
exponents of linear response; (ii) if the initial state is held fixed, different 
exponents are found, however, which agree with predictions of Racz, and 
are consistent with Monte Carlo simulations of the nonlinear slowing down 
of the energy in kinetic Ising models. 

KEY W O R D S  : Critical points ; relaxation ; clusters ; cluster waves ; l inear 
response; nonl inear response; Ising models;  Giauber models;  lattice 
dynamics. 

1. I N T R O D U C T I O N  

Since the  p ioneer ing  w o r k  o f  Ogi ta  et al., (1~ where  a mode l  s tudy o f  the  o r d e r -  
d i sorder  t rans i t ion  in ferroelectr ic  K D P  was a t t emp ted  by  compu te r  s imula-  
t ion  o f  an  Is ing system, it has  been well k n o w n  tha t  cr i t ical  f luctuat ions may,  
a t  least  in pr inciple ,  be in te rpre ted  in te rms o f " c l u s t e r s "  and  their  dynamics .  
Qual i ta t ive  ideas a long  these l ines have been expressed for  an i so t rop ic  
magnets ,  (2'a~ ferroelectr ics,  (4~ s t ruc tura l  phase  t rans i t ions ,  (5-9~ and  cri t ical  
b ina ry  mixtures .  (1~ As  far  as quant i t a t ive  pred ic t ions  are concerned,  this 
a p p r o a c h  suffered severely f rom the lack  o f  a precise fo rmula t ion ,  and  hence 
the  "c lus t e r  d y n a m i c s "  has  la rge ly  been made  responsible  for  h i ther to  less 

1 Fachrichtung Theoretische Physik, Universit/it des Saarlandes, Saarbr~icken, West 
Germany. 
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well-understood phenomena(~'9> (e.g., the "central  peak"  at structural phase 
transitions, etc. ; see, e.g., Ref. 11 for a review). 

In order to judge the validity of such conjectures, and to provide other 
useful information, since it would mean the explicit calculation of the 
dynamic response function x(q, o0, clearly a more systematic approach is 
necessary, where the dynamic evolution of the "microstates"  of the system 
is reformulated in terms of the cluster pattern. 2 In previous work (12-~4~ we 
developed such an approach, which was restricted to highly anisotropic 
magnets (12,~a~ and binary mixtures, (~4~ however. Furthermore, while the 
method (~2,1a) was rather general, explicit examples have been given in very 
few cases only, where the Fisher cluster model (zs~ was used for the static 
properties of clusters. While this model is a fairly good description of 
clusters in the two-dimensional Ising model below Tc,(~6~ it is quite uncertain 
to what extent it has a more general validity. (17'~8~ Hence an extension of the 
approach of Refs. 12-14 is desirable in two respects: (i) derivation of explicit 
results in more general cases, including the use of cluster models other than 
that of Fisher(~5~; (ii) extension of the method to other systems, such as 
liquid-gas systems near their critical point, structural phase transitions, etc. 
The present paper gives such extensions, concentrating upon (i), and sketch- 
ing only the nature of the general approach for (ii) rather than presenting 
complete explicit results for the dynamic response functions. To obtain the 
latter, further extensive calculations are required. Nevertheless, it is hoped 
that our treatment will contribute to elucidate the validity of other tentative 
approaches. (4-10) 

The outline of  the paper is as follows. In Section 2 the physical meaning 
of "clusters"  and the appropriate choice of cluster coordinates and cluster 
models are briefly discussed. Starting from model Hamiltonians for the con- 
sidered systems in Section 3, kinetic equations for the cluster concentrations 
are written down, and the dynamic susceptibilities are expressed formally in 
terms of cluster response functions. The behavior of these cluster response 
functions is discussed qualitatively. Section 4 then contains various explicit 
quantitative calculations of these response functions for the case of the 
Glauber model. In Section 5 a theory of nonlinear slowing down is given, 
which is not restricted to the cluster approach. Section 6 contains our con- 
clusions. 

2. P H Y S I C A L  M E A N I N G  A N D  PROPERTIES  OF "CLUSTERS '"  

If  the state of the considered d-dimensional system (d ~> 2) is described 
by some order parameter field/z(r, t) normalized such that (/~(r, t))T=O = 1, 
the behavior near Tc will be characterized by (~(r, t ) )roro << 1, but 
(/~(rl, t)~(rl + r, t ))>> (/~(rl, 0 )  2 for distances r smaller than the cor- 

2 Some attempts in this direction also have been undertaken in Refs. 8 and 10. The 
drawbacks of these approaches will be discussed in more detail in Section 3. 
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relation length ~. I t  is natural to associate clusters with the fluctuations of  the 
local order parameter  that give rise to these correlations, and hence it is clear 
that  close to Tc large clusters must become important.  The larger a cluster, 
the slower its relaxation, and therefore the features of  the critical slowing 
down are reflected in the cluster dynamics. There is considerable uncertainty 
about  what is meant precisely by a cluster, however, a3) and clearly no unique, 
unambiguous cluster definition is possible. Different prescriptions of  what is 
meant by a cluster will result in different cluster properties. Since the clusters 
are only an intermediate step in our semiphenomenological description of 
the system, these prescriptions must be equivalent to each other to the 
extent that this ambiguity does not show up in the final results on the 
dynamic susceptibilities. Hence our strategy will be to choose a cluster 
definition such that the resulting description in terms of  the clusters is as 
simple as possible. 

As an illustration of these remarks, we consider the Ising model where 
tz(r, t) =/z~ 3 ( r -  r0, with tz~ = _+ 1 on all lattice sites r~. Considering a 
ferromagnetic state with ( ~ )  > 0, it is convenient for some purposes (17) to 
consider groups of N reversed spins as a cluster, 3 if  each of  these spins is 
linked to at least one other spin of  the cluster by a nearest neighbor bond. ~ 
I t  turns out, however, that  in this case, even at infinite temperature, large 
clusters are important  for values of  the normalized field I~BH/kBT > 0 
chosen such that (tz,) is close to the percolation thresholdJ TM For  fields not 
exceeding this threshold even an infinite cluster occurs, i.e., in the thermo- 
dynamic limit a finite fraction of the reversed spins belongs to one inter- 
penetrating network. 5 Since these phenomena, which occur even at infinite 
temperature, are obviously not related to the phase transition at T = To, 
the above cluster definition is clearly not a convenient one. ~13~ We want a 
definition by which no infinite clusters occur, but rather that clusters occur 
frequently in the system up to size ~, while the concentration of  clusters with 
linear dimensions much larger than ~: should be  very small(2~: Then the clusters 
represent the critical fluctuations of  the order parameter  in the system in a 
natural way. 

Similar to the scaling ~2~ and renormalization group (21) approaches, we 
may make these ideas more quantitative by introducing a coarse-grained 
order parameter  ~b(r, t), 

~b(r, t) = ( l /V) ~ tz,(t) (1) 

3 Note that in Ref. 17, N is denoted by I and I by l'. 
4 This definition is equivalent to the prescription in which a cluster is defined via the 

"contour" which is drawn around the reversed spins. See Ref. 17 for a more detailed 
discussion, including references to earlier work. 

5 In three-dimensional Ising lattices with nearest neighbor interactions this effect happens 
in zero field even for a range of temperatures below T~; see Ref. 18. 
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where the coarse-graining is done over cells of some volume V. This volume 
V is centered at r and satisfies the inequality a 3 << V << ~3, where a is the 
lattice spacing. By this procedure the variable t~(t), which varies rapidly 
from one lattice site to the next, is replaced by a function which varies 
smoothly as a function of r for "typical"  spin configurations in the critical 
region, and degrees of freedom irrelevant ~21~ for the critical behavior are 
thus eliminated. In the usual approaches ~21,22~ one then postulates a free- 
energy functional F[~b(r)] by 

exp(-F[~(r)]/kt~T) = Tr exp(-~f'[tz,]/kBT} (2) 
( t q , i ~ V }  

where ~ is the Hamiltonian of the system. While mean-field treatments 
take into account only the "average configuration" ~ which minimizes F, 
one would have to include the effect of fluctuations by a renormalization 
group approach, for instance. Here instead we try to account for order 
parameter fluctuations by decomposing ~b(r) into a background term @)b, 
which has to be determined self-consistently, and a set of "clusters ''(13~ 
(shaded regions in Fig. 1). We say that a cluster labeled by coordinate l and 
center of gravity r occurs if there exists a connected region of space V~ > V 

/ 

in which the excess order parameter ~b - (~b)b does not change sign (if it is 
positive, we label the cluster by +,  and if negative, by - ) .  The coordinates 
I and r are determined as 

l = ] fv dr'[r - (+M I 

r =  l - ~ s  r 'dr ' [~b(r ' ) -@)b]  I (3) 
1 

The surface of the volume Vz occupied by this cluster must be closed but it 
may consist of several disconnected parts: A large I § cluster may contain 
smaller I- clusters in its interior, and vice versa. We note that r in Eq. (3) 
may thus lie outside V~, and that several clusters may have the same center 
of gravity r. In the following we will disregard, however, any contribution of 
clusters whose "excess magnetization" l is smaller than some cutoff 10 of 
order unity. The effect of these omitted small clusters then has to be included 
by a suitable adjustment of background terms (see below). 

The motivation for this definition is the assumption that only rather 
large clusters are relevant for the critical behavior. Clearly one may avoid 
any difficulties with the percolation problem by suitably adjusting the con- 
stants V and lo, and obtain clusters with not too irregular shapes, most of 
which will be well separated from each other and can thus be treated as 
effectively independent of each other. Thus it is hoped that a relatively simple 
description of the duster dynamics may be obtained. 
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Fig. 1. Coarse-gra ined order  pa ramete r  ~b(x) p lo t ted  versus a spatial  coord ina te  x to 
show various types of  clusters (schematic).  Case A refers to T > To, and in general 
nonzero  field conjugate  to the order  pa ramete r ;  case B refers to T < T~ and  zero field 
(i.e., states at the coexistence curve). The clusters o f  case A occur there,  too,  but  addi-  
t ional domainl ike  fluctuations become impor tan t  for large l. 

I f  we denote the concentra t ions  of  the clusters by n~ + and nz-, the fact 
tha t  by Eq. (3) a f ract ion c of  order  uni ty of  the total  vo lume will be filled 
with clusters with 1 > 10 leads to the sum rule 6 

d l  l(nz + + n z - )  = c (4) 
lo 

while the order  pa rame te r  is given by 

X (~b) = (4,)~ + 4'0 + dll(n~ + - nz-) = (4'}0 + 4'0 + c - 2 dlln~_ (5) 
lo lo 

where 4'0 is a contr ibut ion due to small  clusters (l ( lo )  not  included in the 
integration.  

Similar to the "excess  magne t i z a t i on"  l o f  a cluster, we define an 
addit ional  cluster coordinate  El to measure  its "excess interaction energy."  

6 Since the scaling expressions for the  n~ ~ diverge for l--~ 0, it is convenient  to in t roduce  
a cutoff  lo with 1 << lo but  lo staying finite at To, ra ther  than  extending the integrat ion 
to l = 0. N o t e  that  Eq. (4) can be unde r s tood  as fol lows:  Let  the total  number  of  
volumes Vz in a system with total  volume Vtot be N+(1) or  N-( l ) ,  respectively. Then 
we may  represent  an integrat ion over Vtot as 

( d l l [ N + ( t )  + U - ( l ) ]  = f [~b(r) - <~b)b] dr = Vtot x [(~b) - (~h)b] = VtotC 
, a  "/V t o t  

Since (~b}b is nonzero  at the t rue To, one  readily obtains  Eq. (4), defining n+(l) = 
N+(/)/Vtot and  n- ( l )  = N-(l)/Vto~. 
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The total interaction energy in the system ~n~ is defined by ~ = ~ n t  - 
t % H f  dr ~(r, t). Then we have 

E, = dr' ( ~ t [ r  - (~nt)0} (6) 
1 

where (~'~J~t)o is the interaction energy that results from the background 
(i.e., the system without the clusters). Then concentrations of clusters (/, E~) 
are denoted by n § (l, Ez) and n-( l ,  Ez), with 

f; I; nz § -- dE~ n § (1, Ez), nz- = dEzn- (l, El) (7) 
10 lO 

where E~o is another cutoff with 1 << Ez0, but E~0 is finite at To. One then 
obtains by arguments similar to those which gave Eq. (4) (see footnote 6) 
that 

( ~ n t )  = ( ~ ) b  + Eo + dl dEz E~[n+(1, El) + n-( l ,  Ez)] (8) 
o 1o 

where Eo is the contribution of the small clusters (l < l0 or E~ < Ez0, re- 
spectively). In general, Ez is a variable not fixed by l, but our notation already 
suggests our later approximation Ez ---f(1). 

Obviously, Eqs. (5) and (8) are valid by definition, and do not yet con- 
stitute any approximation. We now start to derive the physical properties 
of the cluster concentrations introduced above. Close to Tc the critical 
behavior shall be described by scaling expressions 7 

[e = (1 - T/Tc), h = I%H/kBTc] 

(~b) = ,~3~(h,-O0), ( ~ n t )  = Ec + ~l-~'~(h,-~) ,  , ~ O, h -+ 0 (9) 

where a, fl, and 8 are critical exponents, Ec is the value of the interaction 
energy at To, and 3~r and E are the scaling functions of magnetization and 
energy, respectively. ~24'25~ The physical reason for the singular behavior of 
Eq. (9) is the diverging correlation length. ~24,25~ Hence, obviously the contri- 
butions of the small clusters (~b0, E0) cannot be responsible for the singular- 
ities of  Eq. (9): Finite systems show no singularities in the partition function 
or its derivatives. Thus we expect nt- and nt + to be analytic in a = 1 - T/Tc 
at fixed I. This property has in fact been proven ~26~ for the somewhat 
analogous case of percolation clusters, where ~ = 1 - P I P e .  Therefore the 
singular structure of Eq. (9) must result from the integrations over large 

7 The case of ferroelectrics is not considered in the following. There one would have to 
fit the cluster concentrations to the equation of state derived by Larkin and Khmelnitz- 
kii ~23~ rather than to Eq. (9). 



Linear and Nonlinear Relaxation and Cluster Dynamics 273 

clusters up to infinite size in Eqs. (5) and (8). It can be shown (iv) that this is 
achieved by the following homogeneity assumption (27) (see footnote 3): 

n- ( l ,  El) h~o,~-oo, t ~  > l-[2+(1/~)+(1/B~ln-(E~l-lIBe' elliot' hl)  (10) 

In the derivation of (10) we make use of  the symmetry with respect to the 
change of sign h -+ - h  and r --> - r  and hence 

n - ( l ,  E~, h) = n+(l, Ez, - h )  (11) 

Therefore no other homogeneity assumption for n + is required. Equations 
(10) and (8) suggest that we eliminate the integration over Et by the following 
definition of  energy clusters: 

n~ E - �89 -lIB~ dEzEt[n+(l ,  E~) + n - ( l ,  El)] (12) 
"I EIO 

such that the critical contributions of order parameter and energy can be 
written in the rather symmetric form (henceforth we write simply nz- --- nz) 

( ~ l n t ) e r i t  = 2 dl ll/B~ (t3) 
o / c r i t  

where nz and nz ~ have analogous scaling behavior (m) 

nl = l-(2+l/~)~(dlJB~, hi), n~ s = l-(2+l/e)~E(el 1/B6, hl) (14) 

We now comment on the physical significance of these results. First it 
is noted that the special properties of the Ising model were not used at all 
in the derivation; hence the above results are valid for any uniaxial systems, 
including structural phase transitions (except ferroelectrics; see footnote 7). 
Second, we note that one can make a similar approach also in the "contour  
picture" of clusters, ~ where one works with N (number of reversed spins 
within a contour) and s (number of broken bonds at the surface of the ex- 
terior contour) as basic coordinates. I f  one avoids the percolation problem 
by special prescriptions, (m) one may even make a scaling assumption similar 
to Eq. (10). But instead of  the argument hi, one then has (~7) an argument 
h N  ~, involving an additional exponent y. Eliminating this exponent by a 
suitable transformation of  cluster coordinates N-->/, one may in fact switch 
from one cluster interpretation to the other (zv) without changing the re- 
sulting equation of  state. This observation illustrates a general point: Many 
different cluster definitions exist, e.g., "con tour  clusters" as usually studied 
in the Monte Carlo simulations, (~2,m,~6-18,27) "fluctuation clusters," which 
represent critical properties only, (2,~2-15,27) and "mathematical  clusters," 
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which represent low-temperature expansion coefficients in the equation of 
state. (28~ These various "clusters" represent different things, and will in 
general have different properties. For example, part of the "mathematical 
clusters" above Tc have negative concentration, which is impossible for 
physical clusters. (29~ Unfortunately this distinction has been overlooked in 
much of the literature (15'16'18'27'28~ and expressions like the Fisher cluster 
model, (15~ which make sense in the fluctuation interpretation only, are 
compared to results obtained from the other definitions. Therefore much of  
the recent discussion (28~ on clusters is inconclusive. 

We conclude this section on static cluster properties by discussing more 
explicitly the behavior of the "fluctuation clusters" for large l. From the 
scaling assumption that the typical volume of the cluster should be ~ ~a, one 
readily finds with the help of Eq. (14) that (13,17,3~ 

Vl ~ l 1+1/~, ~l - l/Vz ~ l -~/~ (15) 

where ~bt is the excess order parameter density. Putting the constants of pro- 
portionality in Eq. (15) equal to unity, one finds from Eq. (15), ~: oc ]~]-~, and 
the scaling law dv = ~(3 + 1) that ~bz for clusters with Vz = ~a is given by 
~bz oc ]~[~: For typical clusters the excess order parameter density has the 
same order of magnitude as the order parameter at that temperature (if 
T > To) or as the order parameter at the same distance [E I from T~ ( i fT  > Tc), 
in full agreement with the Ginzburg criterion for critical phenomena. 

Investigating the behavior of hydrodynamic modes, i.e., modes that 
satisfy the condition 8~ k~: >> 1, we have to study the behavior of  clusters with 
linear dimensions L = k -  ~ much larger than ~. Then two types of fluctuations 
must be distinguished (Fig. 1). The first type of fluctuation is still described 
by Eq. (15), i.e., its excess order parameter density vanishes for L - +  ~ as 
L -B/~. Therefore the excess energy density may be expanded as 

Yg~i.t[~b(r')] - <Yt~j.t)b 

= [~b(r') -- <~b)b ] 

which shows that in general the typical energy Eg' of this excitation behaves 
as E~' oc I. This type of fluctuation occurs throughout the whole (h,E) plane. 
The second type of fluctuation is restricted to the vicinity of  the coexistence 
curve below To, however. This fluctuation is of  the domain type, i.e., its 
excess order parameter density is ~ ~B independent o f  L.  Since in the interior 
of this domain fluctuation the order parameter has a value corresponding 
to the other branch of  the coexistence curve, there is no excess contribution 
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to the interaction energy from the interior but only from the surface. Equa- 
tions (10) and (12) then imply that El' oc ]E[1-~-VL d-1 8 

We now estimate the relative statistical weights of these two types of 
excitations. Since these large fluctuations require rather high formation 
energies F~, they occur in thermal equilibrium rather seldom and are thus 
noninteracting. We may estimate their concentration simply from the 
Boltzmann factor, n~ oc e x p ( -  F J k B T ) ,  and from E'z oc OF~/OE we find F~ and 
hence 

nz'oc exp[--ellEfH],  n'[ ~ e x p [ - e 2 [ ~ 1 2 - ~ - ~ L  a-~] (16) 

Below Tc the second type will always by far dominate for large enough L in 
comparison with the first. Thus we note a strong asymmetry in the properties 
of "fluctuation clusters" with respect to the sign of �9 as proposed recently 
also in the percolation problem. (32~ Since for L >> ~: both nz' and n'[ are very 
small, the contribution of Eq. (16) to static averages is negligible, except if 
one considers high derivatives of the free energy with respect to either �9 or h. 
An interesting consequence of n~ is thus the essential singularity at the 
coexistence curve. (15, lv,aa~ While this singularity is hardly accessible to experi- 
mental observation, Eq. (16) may be more important for dynamic suscepti- 
bilities in the hydrodynamic regime. 

Finally we mention two explicit models for the properties of clusters in the 
regime where Vz and fa have the same order of magnitude: the Fisher model (~5~ 

nl = (1/a)n~ E = qol-(2 + 1/~) e x p ( -  a�9 1/~ - hi)  (17) 

and the model of  Reatto and Rastelli(34~ 

nl = q o l - ( 2 + l / ~ [ e x p ( - a d  1/~6 - hl)/[1 + Bexp(badl /B~)]  (18) 

While Eq. (17) is restricted to �9 > 0, i.e., T < T~, Eq. (18) is applicable also 
for T > Tc, where the condition ( r  = 0 leads to a relation between the two 
parameters B and b > 1. The remaining parameters are fitted to critical 
amplitudes in the equation of  state. Note that both Eq. (17) and Eq. (18) 
do have the correct scaling structure of Eq. (14), but neither exhibits the 
correct asymptotic behavior of  Eq. (16). More important, Eqs. (17) and (18) 
are expected to be inaccurate for lr << 1, and hence the determination of 
the parameter qo, a, etc., in terms of critical amplitudes is a dubious pro- 
cedure. (35~ Nevertheless computer simulations (~6'1s~ show that for T < T~ 
and �9 not too small and 10 < N < 100 (there the difference between N and 

o~ 8 We may define E', = f~o de, etn,-(l ,  E~)/fvo dEt n~-(l, Et), which gives 

E~ = Pla~l(elltB~ , hi), 

showing that for typical clusters (V~ = ~:a) the typical energy contribution is pro- 
portional to pte6, as expected from Eq. (13). If ff~l(x,y) behaves like Ix[ ~ -~ for large x, 
El o: ]~ll-~L a results. 
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l may oe neglected), Eq. (17) gives a reasonable account of the actual cluster 
distribution. Therefore it is legitimate to use Eqs. (17) and (18) in order to 
derive explicit examples for dynamic susceptibilities. We expect that the 
difference between the susceptibility based on Eq. (17) and the susceptibility 
based on Eq. (18) below T~ will be of the same order of magnitude as the 
difference between either of these approximations and the true susceptibility. 

3. KINETIC EQUATIONS FOR THE CLUSTER 
C O N C E N T R A T I O N S  

3.1. Dynamic Correlations and the Cluster Response Functions 

We consider the case where the system is kept for times t < 0 at thermal 
equilibrium with temperature e and a field h + Ah exp(ixq). At t = 0, the 
field Ah exp(iqx) is switched off, and the system relaxes toward a new equilib- 
rium. In particular, the cluster concentrations n~ and nz ~ will relax; we denote 
these time- and space-dependent concentrations by ~(x, t) and 17~E(x, t), 
with ~z(x, c~) = n~ and ~zE(X, ~ )  = nz E. As cluster response functions we 
introduce the relative deviations of the cluster concentrations from the final 
equilibrium by 

= f dx [exp(-  iqx)][n,(x, t) - nl]/n~ gl(q, t) 

= f dx [exp(-iqx)][n,~(x, t) - n,E]/n, E (19) gle(q, t) 

Then the relaxation of the critical parts of the order parameter and energy 
[Eq. (13)] may be described by the following functions~13~: 

6u~H(q, t) = d/In,gz(q, t) dl lnzg,(q, O) (20a) 
lo o 

r t) = dl lZ/eOnlEglE(q, t) dl ll/~%~EgzE(q, O) (20b) 
lo o 

In the linear response regime, where Ah = 8h is infinitesimally small, Eqs. 
(20a) and (20b) reduce to normalized correlation functions (z3,36) 

r t) -+ r t) = (3r t) 3~b(--q, 0))/(8~b(q, 0) 8r 0)) (21a) 

r t) --+ eEl(q, t) = (3JCg'(q, t) 3~b(--q, 0))/(3,YY(q, 0) 3r 0)) (21b) 

where 3 ~  = ~ - (gff) and 3r = ~b -- (r If  one keeps the field constant 
and considers a change of temperature, additional response functions CeE(q, t), 
etc., can be defined analogously. ~1s'36) Fourier transformation of Eqs. (20)- 
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(21) with respect to time then yields the neutron scattering function S(q, oJ) 
usually considered in the theory of dynamic critical phenomena. ~1'31~ 

We stress the fact that the above equations have general validity for all 
kinds of  uniaxial systems, including ferroelectrics and structural phase transi- 
tions. Note that in the latter case the order parameter  tz(r, t) will be given in 
terms of  atomic displacements u(Rj, t) in some preferred direction as 
~(r, t) = ~j [exp(iQR~)]u(Rj, t) 3(r - Rj), where the sum is extended over 
all lattice points Rj, and Q is the characteristic wave vector of  the ordering. 
In this case q is a relative wave vector q = k - Q, of  course, and the 
"staggered field" h has then a formal significance only. 

While the above equations are exact, approximations come in if one 
requires that the cluster response functions g~(q, t) be determined from a 
"closed" kinetic equation rather than from a complicated hierarchy of  higher 
order correlation functions. One expects different kinetic equations for 
anisotropic magnets, binary systems, and structural phase transitions, of  
course. 

3.2. Anisotropic Magnets,  Binary Systems, and the Cluster 
Diffusion and Reaction Equation 

The static properties of both anisotropic magnets and solid binary 
mixtures may be described by an Ising Hamiltonian 9 

~g' = - ~ Ju/zi/zj - /zBH ~ t~, + A V + ~lattice (22) 

In the case of  the magnet, the variable tz~ represents the orientation of the 
spin, while in the case of  the AB mixture/z~ = + 1 corresponds to an A atom 
at site i, and/z~ = - 1 to a B atom. The coupling term ~Vdescribes the inter- 
action between the {m} and the degrees of  freedom of the lattice (which would 
be described by J~lattice). In the limit where ~ - .  0 the lattice and the spins are 
uncoupled, and static averages of  the latter are those of  the ordinary Ising 
model. In this limit the dynamics on the scale of  times t oc A- 2 is described 
by a Markovian master equation ~3v for the probability P(X, t), where X = 
{~,}: 

dP(X,t)/dt -~e(x,  t ) W ( X - + X ' )  + ~ (X,  t ) W ( X ' - + X )  (23) 
X" X"  

In the magnetic case, the transitions X -+ X' will consist of  single spin flips 
/~j--+-/zj independent of  each other. In the case of  the alloy, stochastic 

9 Anisotropic magnets with spin quantum number s # 1/2 have to be represented 
somewhat differently. This difference is insignificant, of course, when we transform 
to a quasicontinuous variable ~b in Eq. (1). With respect to critical exponents, dynamic 
scaling functions, etc., the spin quantum number is believed to be an irrelevant vari- 
able.{Zl~ 
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exchange of neighboring atoms is represented by interchange of neighboring 
spins (m -+ tzj,/~j -+ t~). The transition probability W(X -+ X') satisfies a 
detailed balance condition with the canonic distribution 

P(X) oc exp[ -  agg'(X)/kBT]. 

In the one-cluster-coordinate approximation ~13~ one obtains for g~(x, t)  
the following cluster diffusion and cluster reaction equation from Eq. (23)io 
(note that here Q = 0): 

0 
0"-7 g~(q' t) 

= Rz ~ 02 g~(q, t) + ~0 ln(R,n~) ~ g~(q, t) - D~q2g~(q, t) 

=- Lgz(q, t)  - Dzq2g~(q, t)  (24) 

where Rt is the rate at which an l cluster is involved in cluster reactions, while 
D~ is its diffusivity. ~la> One finds that these kinetic coefficients may be repre- 
sented by power-law behavior <1~) 

Rz ~ RI r, Dz ~ / 5 l - ( 1 -  z/0) (25) 

where k , /3 ,  and r are constants. While the fact that per unit time in a volume 
V~ there can be no more than V~ spin flips (or exchanges, respectively) leads 
to an inequality r < 1 + 1/3 [cf. Eq. (15)J, no arguments are known which 
fix the precise value of this exponent r (la). 

For a solution of Eq. (24) the initial and boundary conditions have to 
be specified. From Eq. (19) we can express g~(q, 0) in terms o f  the equilibrium 
cluster concentration with the field h + Ah exp(ixq). The boundary condition 
for large l is ~13) liml_, o~ nlg~2(q, t) = 0. In the spin-flip model where the order 
parameter is not conserved we also have limt~o gz(q, t) = 0; in the spin- 
exchange case the boundary condition is determined implicitly from the 

�9 | t conservation law of the order parameter, 1.e., ~, dl lnzgz(O, t) = const. I 
turns out that in the latter case the asymptotic rela'x~tion is dominated by the 
diffusive term in Eq. (24), i.e., Eq. (21a) behaves as ocexp(- Dq2t),  with ~3~> 

i D = l~n~D~ dl 12nz dl (26) 
to 0 

With the help of Eqs. (14) and (25) one then finds D oc E r, in agreement with 
other approaches. ~80) In the recent approach of Ackerson et al. ~1~ the reaction 
terms of Eq. (24) have erroneously been omitted. This approximation leads 

~o The equation for g~E(x,t) is completely analogous, as can be shown from the sym- 
metry relations dPz~(q, t) = ~E(q, t), etc. C~a~ 
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to a behavior of q~,,(q, t) oc exp( -  D'q41at 2/a) at large times. This result con- 
tradicts the hydrodynamic structure exp(-Dq2t),  which is an exact conse- 
quence of the conservation law, and hence their result is a very poor 
approximation. 

In the case without conservation laws the diffusive term in Eq. (24) gives 
rise only to unimportant corrections to scaling. From Eqs. (14), (24), and 
(25) one then readily deduces (12) that gL(q, t) satisfies dynamic scaling, i.e., 
gl(q, t) = lG(d lle~, hi, q~, t/T), with r OC ~-~,,, A,, = ]33(2 -- r), and the 
asymptotic decay of Eq. (21) for large times is a simple exponential also for 
q = 0, i.e., 4,,(0, t) oc exp( -  t/r). More precise explicit solutions of Eq. (24) 
will be obtained in Section 4. 

Here we are concerned with the validity of the one-cluster-coordinate 
approximation. While heuristic arguments in favor of this approximation 
have been given earlier, (la'aS~ here we study its extension. Defining by 
g(l, E~, t) the relative deviation from n-(l, Ez) similar to Eq. (19), one obtains 
as a generalization of Eq. (24) the result (3s~ (we put q = 0 and omit the 
arguments l, E~ for simplicity) 

g(t) = Rn  - ~ g ( t )  + ~ ln(Rlln-) + r12[~-b-~ 

0 lntR n- ~ eg(t) O eg(t)] + ~  t 12 ~ + ~ l n ( R ~ 2 n - )  el ] 

f82g(t) ~ ln(R22n-) Og(t)] (27) 

The derivation (as~ shows that the reaction coefficients R(/, E~) should behave 
asymptotically as R~s(l, El) --->~. | _RJL The critical reaction rates which follow 
from this equation can be estimated, apart from factors of order unity, by a 
scaling analysis. From Eq. (10) it then follows that the first two terms on the 
right-hand side of Eq. (27) [which correspond to Eq. (24)] give rise to a 
relaxation time ocd 2-~)B~, while the terms proportional to R (1"~) yield a time 
ocd a-~e~ and the last two terms yield a time oce 2.~B~ Since ]3~ > 1, these 
additional contributions represent corrections to scaling only. This result has 
a very intuitive physical interpretation. Near the critical point it is the order 
parameter (and hence l) which dominates the critical behavior and thus is the 
variable which relaxes most slowly. Hence g(l, El, t) relaxes first with respect 
to El to some "local equilibrium" characterized by l, while the relaxation 
with respect to I governs the asymptotic decay for large times. This considera- 
tion readily shows that the exponents AEE, etc., of the relaxation time of 
energy, etc., should be equal to the exponent of the order parameter relaxa- 
tion time A with A,, = (2 - r)]33. Note also that the above arguments can 
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readily be generalized to many cluster coordinates, and are valid a for t io r i  
if the order parameter is conserved. A more subtle situation arises ~39) if it is 
not the slowest relaxing quantity that is conserved, but rather another one, 
e.g., the energy. This case will be considered elsewhere. C38) 

3.3. S t ruc tu ra l  Phase Transi t ions and Cluster  W a v e s  

A model Hamiltonian commonly used to describe structural phase 
transitions is (see, e.g., Ref. 40) 

~j ~ j + A V+Offz (28) 
�9 " t ~ J , ~ B  

where u~ = {u~, ~ = x, y, z} is the displacement of an atom (or ion, respec- 
tively) of effective mass m relative to equilibrium lattice positions in the dis- 
ordered phase, A and B are constants describing the (anharmonic) effective 
single ion potential, and the J~e are (harmonic) coupling constants between 
the displacements of different unit cells of the lattice labeled by i and j. The 
term ~ describes the degrees of freedom of the lattice that are not associated 
with the structural transition, and AV describes the coupling between these 
degrees of freedom and the {u~}. These last two terms are usually omitted in 
simplified treatments. Note that if the parameter (�89 + ~j~,~) J~#) is suffi- 
ciently large and negative, ferrodistortive ordering occurs at low enough 
temperatures [(~b) = ( I / N ) ~ i  <u~) r 0]. If  ~j~,~)J~ is positive, but A 
negative, we get antiferrodistortive ordering 

<~b) = ~ [exp(iQR~)](u~) # 0, Q r 0 

Note that in the limit - A - + + ~ ,  B--->+~, - A / B  = C = const, and 
J~" = -(1/C)J~j ~,~x ~,~, Eq. (28) reduces to the Ising model [Eq. (22) with 
H = 0], if we introduce/z~ = u~/~/~ (=  + 1) and omit the kinetic energy 
term, which then becomes irrelevant. Thus the kinetic Ising model of Section 
3.2 is a limiting case of the more general Hamiltonian, Eq. (28). 

In the case where A and B stay finite, Eq. (28) obviously results in phonon 
excitations which are damped due to the anharmonic term. Since a phonon 
with frequency o~q represents a propagating mode of small displacements {u~}, 
which are correlated for not too strong damping over at least the distance of 
a wavelength 2~r/q, and since we have introduced clusters to describe corre- 
lated order parameter fluctuations, we also have to associate propagating 
clusters with phonons. We may associate the cluster velocity vt with the group 
velocity of a phonon wave packet, and the width Aq of the packet with the 
inverse cluster linear dimension Vi -~/a. Since in large clusters as shown in 
Fig. 1 the displacement is actually very small, their propagating motion 
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should be fully accounted for by phonons and their interactions. For sim- 
plicity, we consider the case of acoustic phonons only (i.e., structural 
transitions in A-15 compounds). 

The kinetic energy of a moving cluster would simply be mzvz2/2 for 
"droplets"  at liquid-gas transitions. At structural phase transitions where 
the order parameter represents displacements we have instead (if the cluster 
propagation were due to optical phonons, this expression would be 
different ~38~) 

Et = �89  f dr [d~(r)/dt] 2 = �89 f dr Igrad ~b[ 2 (29) 
, d r  I ,dV l 

where M is an effective mass. Equating this energy with dkBT/2 according to 
the classical equipartition theorem, we find an average velocity ~ of clusters 
given by 

o 2 .~ kBT~2 - a~b ~- 2 M -  1 (30) 

for clusters of size ~:, where ~r oc I T -  To[ ~ is the typical order parameter 
variation due to such clusters. 

The cluster concentration gz(x, t) will now change by three mechanisms: 
(i) the cluster reactions, [~n~(t)/~t]R = n~Lnz(t)/nz, with the Liouville operator 
L given by Eq. (24) for freely relaxing order parameters; (ii) the random 
cluster diffusion, [~ff~(t)/~t ]D = D~ V2~(t); and (iii) the cluster inertial propa- 
gation, [8~(t) /8t]p =-~VtTz(t ) .  Thus, after a thermal average over the 
cluster velocities 17z, one may generalize Eq. (24) for the Fourier components 
g~(q, t) of the relative deviations of tT~(t) from equilibrium as 

82gz(q, t) 
8t 2 = ~-~ [Lgz(q, t) - Dzq2g,(q, t)] - v~2q~'g~(q, t)  (31) 

A detailed mathematical discussion of this cluster reaction-diffusion-propaga- 
tion equation will be given elsewhere~aS~; here we restrict ourselves to a 
qualitative discussion of its physical consequences, in particular of its eigen- 
values A appearing in e x p ( - A t )  factors in the solutions for gz(q, t) of Eq. 
(31): 

(i) If  the order parameter is not conserved, the reaction term gives a 
nonvanishing relaxation rate at zero wave vector (for explicit examples see 
Section 4). If  the order parameter is conserved, as happens in the ferrodistor- 
tive case when the coupling terms A V in Eq. (28) are omitted, the lowest 
eigenvalue Ao of the operator L must be zero.(as) 

(ii) Close to Tc the diffusive term gives only a small correction ocq 2 to 
the nonzero eigenvalues A in the case of a freely relaxing order parameter. 
For a conserved order parameter, the (Dq 2) correction to the lowest eigenvalue 
Ao is more important, since this eigenvalue vanishes for q = 0. 
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(iii) The propagation term vz2q 2 leads to sound waves, as in the Boltz- 
mann equation for a gas of  "molecules"  (corresponding to our "clusters") 
coupled by a scattering term Lgt(q, t)  - Dzq2g,(q, t). It turns out ~38~ that for 
nonconserved order parameter the eigenvalues A of L stay real for small q 
(i.e., one has central peaks). However, for larger wave vectors, the smallest 
eigenvalues become complex, corresponding to damped propagating modes. 
For a conserved order parameter, the lowest eigenvalue is always complex, 
due to combined action of  propagation (imaginary part) and diffusion (real 
part)(aS) 

Ao = + ivq + Dq  2 + Q(q3) (32) 
where 

So /S: v 2 = 12~2ni dl 12nz dl (33) 

analogous to Eq. (26) for D. Since the physical situation considered in this 
treatment is that of a structural transition where the modes associated with 
ferrodistortive ordering are acoustic, it seems reasonable to assume that Eq. 
(32) corresponds to this mode. Note that we have obtained frequency ocq 
and damping ocq 2 oc (frequency) 2. No central peak in the structure function 
is obtained in this case, indicating that a treatment where energy conservation 
is neglected (since we treat our cluster concentrations as " isothermal")  may 
be incomplete. This fact is also evident from a discussion of the liquid-gas 
transition, where this picture of thermally moving clusters has of course been 
used for a long time. 11 In the liquid-gas case the energy conservation gives 
rise to a central peak whose width is determined by the heat conductivity. 

It is obvious from this discussion that conservation laws for order 
parameter and energy are of crucial importance for the eigenvalue spectrum 
of the cluster dynamics and thus for the peaks in the response functions, and 
in particular for the wave vector dependence of these quantities. This fact was 
overlooked in Krumhansl and Schrieffer's <v treatment of clusters in a one- 
dimensional model, and relaxation at q = 0 instead of  diffusion was pre- 
dicted, due to the incorrect approximation immediately before their Eq. (60). 
Of course, one-dimensional models have to be considered with caution for 
other reasons, too: The surface energy of  a cluster is independent of the size 
of the cluster, in contrast to what happens at higher dimensionality. Therefore 
,well defined clusters of the type shown in Fig. lb occur in one dimension at 
any temperature, and the difference in order parameter between a cluster and 
its environment is of  the order of  (ui2> 1~2 at any temperature. Since the ratio 
of (ui2>lJ2/a, where a is the lattice spacing, is in general not a small number, 

11 See, e.g., Ref. 41; for "heterophase" and "homophase" fluctuations see Ref. 42. 
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the phonon approximation is particularly bad in this case. In higher dimen- 
sionalities the difference between the order parameter of a domainlike cluster 
and its environment is of the order of e~(u,2)l/2/a, which becomes arbitrarily 
small in the critical region: Therefore the arguments of Krumhansl and 
Schrieffer that these domains cannot be represented effectively by the usual 
phonon perturbation expansion are then not really conclusive. 

Recent molecular dynamics studies (6'7'9) have given at least qualitative 
evidence for the existence of "cluster waves." We think that quantitative 
predictions (9) have to be considered with care, however: (i) The effect of 
errors due to intrinsic time correlations in finite time-averaging (43) has not 
been found appropriately discussed. (ii) Rather than in the microcanonic 
ensemble, where the total energy would be conserved, most of the computa- 
tions are done in an ensemble where each individual atom is kept at constant 
temperature. This device may be considered as a strong coupling term 1V in 
Eq. (28), which may also give rise to a central peak. (iii) Due to rounding 
errors in the machine computations, all quantities exhibit additional spurious 
relaxation on large time scales. Even if it is true that these effects are negligible 
in the case of a system of harmonic oscillators where one may make a com- 
parison with the exact solution, these effects may be more important in a 
strongly anharmonic system close to its phase transition. 

4. EXPLICIT C A L C U L A T I O N  OF RELAXATION F U N C T I O N S  
FOR A N I S O T R O P I C  M A G N E T S  

4.1. Reduct ion to an Eigenvalue Problem and Exact ly Soluble 
Cases 

We now consider the solutions of Eq. (24) for the case where the order 
parameter is not conserved (anisotropic magnets, Glauber model) and q ~ 0. 
It has been shown (13) that the diffusive term in Eq. (24) then yields only 
unimportant corrections to the leading singularities. The remaining equation, 
which can be rewritten as 

d 1 d d (34) ~/g~(O, t) = L~gz(O, t), L~ =- -- ~ Rznz -~ 
n~ 

can be solved formally in terms of an eigenfunction expansion (13) 

g~(O, t) = ~ Ckr t, Lz~bk(/) = --Ak~bk(1) (35) 
/ r  

Here the expansion coefficients ck are determined from the initial condition 
(cf. Section 3.1), while the spectrum of the eigenvalues A~ and associated 
eigenfunctions ~k are determined from Eq. (35) together with the boundary 
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conditions for l = 0 and l = oo. This could be done explicitly in two very 
special cases only, however~13): (i) using the Fisher model [Eq. (17)] at the 
critical isotherm and r = 1 (i.e., A,, = fib, which is bad approximation for 
d --- 3, 4), where 

A~ = P,h(k + 2 + 1/3), k = 0, 1, 2 .... (36) 

and (ii) using the Fisher model at the coexistence curve and A,, = (2 - r)/38 = 1 
(i.e., mean-field dynamic exponents), where 

Ak = [ka~/([33)2](k + 3 - ~), k = 0, 1, 2 .... (37) 

The associated eigenfunctions are generalized Laguerre polynomials in both 
cases, and the relaxation functions [Eq. (21)] can be expressed as hyper- 
geometric functions. (13~ It seemed doubtful to what extent these results are 
consequences of the special assumptions, however: In the one-dimensional 
Glauber model at h = 0 it is possible (44) to solve directly the equation 
(d/dt)]r = L I e ) ,  which corresponds to the master equation [Eq. (23)], and 
obtain the eigenvalues and eigenstates [r of the exact "Liouvil le"  operator 
L. In this case a continuous rather than a discrete eigenvalue spectrum is 
obtained. (44~ In order to check to what extent the exact solutions [Eqs. (36) 
and (37)] are characteristic for the behavior of  the system in the general case, 
and in order to obtain reliable information on r t) for d = 3--which is 
the quantity of  interest for experimental applications--numerical solution of  
Eq. (34) is necessary. Two techniques have been used: a matrix method and 
direct integration of  Eq. (34). 12 

4.2. Mat r ix  Method for  the General Eigenvalue Spectrum 

Replacing differentials dl by differences AI with AI >> 1 but AI/le << 1, we 
find that Eq. (34) is transformed to a coupled set of linear equations. Since 
the number of  equations Neq would still be infinite, it is necessary to truncate 
this set at some l~x ,  with l,~x/l~ >> 1. Then the eigenvalue problem [Eq. 
(35)] reduces to the standard problem of diagonalizing an Neq • Neq matrix. 
A special problem arises from the fact that a linear set of Area equations can 
have only Neq eigenvalues, rather than the infinite number as found in Eqs. 
(36) and (37). In view of the fact that in Eqs. (36) and (37) the "dens i ty"  of  
eigenvalues dAk/dk = Ak -- Ak-1  is a constant, it is impossible to approxi- 
mate the full spectrum reasonably. We chose standard methods ~6~ which are 
known to yield good approximations for the lower part of the eigenvalue 
spectrum. We tested these methods in our model by applying them to the 
exactly soluble cases and trying several values of  Neq. For  Neq = 80, it turns 

12 More details on the numerical techniques and results can be found in Ref. 45. 
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r ~ 0.93, d ~2 r-l, d:3 r'l.14,d=3 

Im('iAK)/h2"r~ Im(iAK)/h2-r ~ Im(iAK)/h2-r~, 
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5 

Fig. 2. Lowest part of the eigenvalue spectrum of the Liouville operator L at the critical 
isotherm for various values of the cluster reaction rate exponent r. The crosses denote the 
numerical results and the circles are the exact solution of Ref. 13. 

out that Ao is accurate to 27o, while the inaccuracy of  A 1 is 14~o and that of  
A2 is 33%. For  Neq = 120, the respective numbers are one order of magnitude 
better and with Neq = 200 the inaccuracy of A0 is smaller than 10 -3, while 
even A4 is accurate to a few percent. With this fine mesh, then, the eigen- 
values have been evaluated for cases other than the two exactly soluble prob- 
lems, as shown in Fig. 2. There the five lowest-lying eigenvalues are shown, 
still using the Fisher model at the critical isotherm, but allowing for different 
values of  the exponent r. It is seen that the spectrum stays discrete, and also 
the magnitude of the "critical amplitude" of  the lowest eigenvalue changes 
only very little with r. The only change in the spectrum of which we are 
aware is that for r = 1 the density dAk/dk does not remain constant. The 
systematic inaccuracy of the eigenvalues for larger k prevents us from giving 
any approximate relationships for Ak as a function of k, however. 

Calculations similar to Fig. 2 have been performed also at the coexistence 
curve, and nonzero values of  both h a n d ,  have also been tried. Moreover, the 
improved assumption of Reatto and Rastelli (34) [Eq. (18)] instead of that of 
Fisher (1~) [Eq. (17)] has been used. On the basis of these results we conclude 
that the eigenvalue spectrum of Eq. (34) is always discrete, except at the 
critical point T = To, H = 0: Since all eigenvalues scale with the same factor 
~a~, or hA,,/B~, respectively, the eigenvalues merge at the critical point to form 
a continuous spectrum. We also find that the amplitudes of  the lowest-lying 
eigenvalues depend only very little on the type of  droplet model used, and 
on other adjustable parameters in the problem. 

Finally, we comment on the question of why we find discrete spectra for 
zero wave vector, apart from the critical point, while the spectrum of the 
exactly solved one-dimensional Glauber model forms a single, continuous 
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band. We start from the fact that Eq. (34) or Eq. (24) is continuum approxi- 
mation to a discrete problem [Eq. (23)], which becomes asymptotically exact 
as 1--~ 0% IE[ ~ 0, and h ~ 0. The natural frequency scale in our problem is 
set by D = (W(x -+ x ' ) ) -  1. The spectrum of eigenvalues A~ is quasicontinu- 
ous on this scale: In any interval AI there is an arbitrarily large number of  
eigenvalues in the limiting case. Eigenvalues Ak such that Ak >> s (i.e., for 
k --~ oo) are unphysical, of  course, since the system cannot relax quicker than 
when spins are flipped without restrictions. If  one could solve the cluster 
dynamics equations where differences (l - I') are not yet replaced by differ- 
entials and other cluster coordinates included, one probably would get a 
continuous eigenvalue band at any temperature, the band gap going to zero 
for T - +  Tc. A solution to this more complicated problem could be givert in 
one dimension only. (4v 

4.3. N u m e r i c a l  I n t e g r a t i o n  of  t h e  D i f f e r e n t i a l  Equa t ion  

In this approach one replaces both differentials dl and dt by differences 
AI and At, 1 << AI << le, and solves the resulting discrete initial value problem. 
In order to have stability of  the standard integration routines, (48) one also 
has to require A t / r  e < AI/I  e in our case, with A t / r  e ~ 0 and AI/I  e -+ O. Here 
we use r e = (f13)2k-l(b~)-~.. at the coexistence curve and r e = /~-lh-~,,/B~ 
at the critical isotherm. This method is quite sensitive to the boundary condi- 
tions chosen for the cutoff l ~ .  We obtained a reasonable behavior requiring 
that g lm~( t )=  2 g ~ - A ~ ( t ) -  gzm~-2~z(t)" Again the numerical routines 
were checked by comparison with the exactly soluble cases. It was found that 
a choice of  At / r :  = 0.005 and A1/le = 0.025 is sufficient to obtain both 
r t) and 6E.(0, t) with an accuracy of better than 37o for & - t / r  e < 0.5. 

Figure 3 displays some of the results obtained where the Fisher model 
[Eq. (17)] was used at the critical isotherm for various values of r for both 

Inq)pp(ts) d-3 In,pp(ts) d=2 

0 ~ .  OZX r=l.O 
- 0 ~ :  0.93 

rq.14 

- " ' ~ 2 '  
I- , l l  

0 0.25 ts 0 ts 0.5 
Fig. 3. Semilog plot of relaxation function 4~.~(0,t) = r versus scaled time ts 
[t~ = th 2 - r R  at the critical isotherm and t~ = t e%ukaa . . / (~3 )  2 at the coexistence curve]. 
Solid curves refer to the critical isotherm and dashed curves to the coexistence curve. 
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-1- ~ , , ~ =  0.93 

-2- - 

-3- -3- 

0 O.~--a ts 0 0.}5 05 ts 

Fig. 4. Same as Fig. 3, for the energy relaxation function ~bE,(0, t) = ~,(ts). 

d = 2 and 3. The choice r = 0.93 (d = 2) gives A,, = 2.0 and r = 1.14 
(d = 3) gives A,, = 1.31, which are the values one expects from other 
methods. (3m39,4m It is seen that the order parameter relaxation function 
depends rather weakly on the value o f r  only. The same is true for ~E,(0, t) ---- 
~E,(ts) (Fig. 4). It is seen that ~E,(ts) deviates somewhat more strongly from 
an exp( - t s )  behavior than does ~u,(ts). We also include a few examples 
(dashed curves) of relaxation functions at the coexistence curve, to show 
that there is again no significant difference. In fact, most of  the differences 
between the various relaxation functions seen in Figs. 3 and 4 are due to the 
difference in critical amplitude of the relaxation time. 

The rather complicated eigenfrequency spectrum (Fig. 2) still leads to 
peaks in the dynamic susceptibility (Fig. 5), which resemble a Lorentzian 
line shape very closely. This illustrates that experimentally it will be rather 

l F • -I 
m Lcoxuu(o)/~h2-r j 

1j L .~ X lup 

0 . 5 - ~  

0 2 4 ~a/~h 2-r 

Fig. 5. Frequency-dependent susceptibility (for q -+ 0) shown as a function of scaled 
frequency for d = 3 at the critical isotherm and Au, = 1.31. The dashed curve is a 
Lorentz function with the same half-width. 
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Fig. 6. Order  p a r a m e t e r  re laxa t ion  func t ions  p lo t ted  vs. scaled t ime  for the  case o f  the  
c luster  mode l  o f  R e a t t o  a n d  Rastel l i ,  for  two values  o f  the  p a r a m e t e r  b. Solid curves  
refer to T < To, da shed  curves  give the  co r r e spond i ng  resul ts  based  on  the  F isher  model ,  
and  da sh -do t t ed  curves  refer  to T > Tr All  curves  are  ca lcula ted  at h = 0. 

hard to reveal the correct eigenfrequency spectrum--usually one will be able 
to fit experimental data with a single Lorentzian line with some effective 
linewidth. These findings justify usual experimental procedures. 

While the above examples are all based on the Fisher cluster model [Eq. 
(17)], Fig. 6 gives similar results where the model of Reatto and Rastelli 
[Eq. (18)] was used, which has the important advantage that it is applicable 
above Tc as well as below To, while the Fisher model makes sense below Tc 
only. Equation (18) contains an additional adjustable parameter b (the other 
constants are obtained by fitting the critical amplitudes of the order parameter 
at the coexistence curve and critical isotherm; see Ref. 16). But Fig. 6 demon- 
strates that for T < To, ~uu(ts) is nearly independent of b in the range of 
possible values for this parameter (see Ref. 34), and it is also hardly different 
from the treatment based on the model of Fisher. The same observation holds 
for ~Eu(ts) as well. For T > To a rather strong dependence on b is found. Since 
in the computer experiments of Stoll et aL ~8~) it was found that the critical 
amplitude of the relaxation time above To is about eight times larger than 
below To, clearly values of b ~ 2 have to be preferred. We thus conclude ~45) 
that numerical calculations confirm the qualitative properties postulated in 
Ref. 13 but proven there only for special cases: The cluster reaction equation 
leads to a discrete eigenvalue spectrum and thus to deviations from a simple 
exp(-const • t) decay, with the same critical exponents for the various 
relaxation functions of energy and order parameter. 

5. N O N L I N E A R  R E S P O N S E  A N D  N O N L I N E A R  
R E L A X A T I O N  F U N C T I O N S  

In this section we are concerned with the case of field changes Ah (or 
temperature changes AE) such that Ah/h (or Ah~-B~, 2x~/~, or A~h-1/~) is not 
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infinitesimally small. In this case the nonequilibrium relaxation functions 
defined in Eq. (20) differ from the thermal equilibrium relaxation functions 
[Eq. (21)] which describe the linear response. We first discuss the formal 
theory of nonlinear slowing down, and then our numerical results. In the 
following we denote the changes Ah, Ae, etc., by he. 

5.1. General  Theory  of  Nonl inear  Cr i t ical  S l o w i n g  D o w n  

If we describe the state of the system (x} at time t by a density matrix 
p(t), we can rewrite Eq. (23) as 

-(d/dt)p( t)  = Lp(t), p(t) = exp(-Lt)  p(0) (38) 

where the exact "Liouville operator" L can be expressed in terms of the 
transition probabilities W. It is convenient to introduce the reduced density 
matrix ~(t) by 

p(t) = r (39) 

where p~ is the thermal equilibrium density matrix of the final state reached 
for t --~ ~ after the change. It has been shown ~36'51~ that r satisfies also a 
Liouville equation [Eq. (38)], but with L replaced by another operator L' 
which is also linear and Hermitian, (36'51) and hence has the eigenvalue 
equation 

L ' ln)  = Aln), A >/ 0 (4O) 

the eigenstates In) forming a complete and orthonormal set. The time evolu- 
tion of any, q-independent quantity (A( t ) )  is then given by (36,51~ 

(3A(t)) = Tr poe-m3A(O), 8A(t) = A(t) - (A(t  = ~))  (41) 

where Po is the density matrix corresponding to the initial (thermal equi- 
librium) state. With the help of Eq. (40), Eq. (41) is found as 

(3A(t)) ~ Tr Poln)(nle-At~A(O) ff,c = = AA(Ae)f(A)e -At dA (42) 
0 

where the sum over the eigenstates was rewritten as an integral over the 
eigenvalue spectrum, f(A) being the density of eigenvalues (which reduces to 
a sum of delta functions if the spectrum is discrete). For T r Tc we have 
Ao -~ 0 and Ac finite (Ac being given by the relaxation of independent spins). 
The expansion coefficient AA depends on the choice of the initial state, of 
course, and hence on Ae, while f(A) is independent of the initial state. 
Remembering that in the limit Ah/h-+O (or AhE-B~---~0, etc.) the non- 
equilibrium relaxation function (~A(t))/(SA(O)) reduces to an equilibrium 
relaxation function, (36~ it is clear that the spectrum {A} of L' describes the 
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spectrum of  the decay of any fluctuations at the final thermal equilibrium. 
Thus we must have 

A o =  ~-o ~ . . ,  ~ -+0 ,  h = 0 ;  or A0 =-h0 'h  ~../e~, h--+0, E = 0  (43) 

Further, in order to have "extended dynamic scaling" (i.e., dynamic scaling 
holds for arbitrary operators A), we must require for all ~ or h 

f (A)  -- ( 1 / i o ) f ( h / i o )  (44) 

w h e r e f i s  independent of  e and h. 
We suppose now that the thermal equilibrium critical behavior of A is 

described by 

(A)T -- (A)Tc oc ~,  a > 0 (45) 

e.g., a = fl if A is the magnetization, while a = 1 - a if A is the energy, etc. 
Then it is plausible that the expansion coefficients AA(Ae) satisfy static scaling 
(this is trivially true in the limit Ah/h --+ O, etc.), which can be put in the form 

Aa(Ae)  = A~/~...4(A/Ao, Ae/Ao0 (46) 

where z is the appropriate scaling exponent (e.g., if Ae = hh and e = 0, 
z = f l3/A. . ,  etc.). We now define the nonequilibrium relaxation time rA of 
the quantity A as 

f ra = (3A(t))  dt/(SA(O)) (47) 

Using Eqs. (42), (44), and (46), we can transform ra into 

ra = AA(Ae) f(A)/-,SA(O)> -~ 
o 

(5) = a o  ~ A ~ A . . 2  x,  f ( x )  x 
, a l  

I-t'&mo ~ja - /  Ae \  - . -  ]-1 x[j, Ao ] (48) 

Note that (3A(0)) stays finite at arbitrary values of E and h even if Ae --+ oo. 
This fact requires that A(x, oo) is finite and nonzero at finite x. Hence in 
Eq. (48) we may replace ,4(x, Ae/Ao0 by A(x, oo) in the limit where c -+ 0 or 
h --> 0, and if Ae is kept finite, in order to get the leading singularity correctly. 
Near thermal equilibrium, high eigenfrequencies, which correspond to small 
spatial extent of  fluctuations, make a negligible contribution to the eigen- 
function expansion A(x, y) of  any quantity A as e -+ 0 and h -+ 0, and hence 
A(x, y)--+ . . . .  u~o 0 strongly enough that the main contribution in the 
denominator in Eq. (48) comes from x of order unity and not from the cutoff 
Ac/Ao. Therefore the cutoff may be replaced by infinity in both the numerator 
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and denominator; the denominator behaves as (8A(0))oc A~/*~., and the 
equilibrium relaxation time is rA oc Ao 1, i.e., its exponent is independent of 
A, as expected. 

Concerning the nonequilibrium relaxation, we must distinguish two 
cases: 

(i) The ratio Ah/h (or AhE -~ ,  etc.) is not small but kept at a finite value 
(ocy) as h -+ 0 (or ~ ~ 0, etc.). Then the above argument still goes through, 
although A(x, y) is now a different function depending on y. Explicit 
examples for this situation can be found in Ref. 13. 

(ii) It is Ah (or A~) rather than Ah/h, etc., which is kept constant with h 
(or ~) -+ 0, and thus Ao ~ 0. Then (~A(0)) is a finite and nonzero quantity. 
This means that the contribution of the denominator of Eq. (48) must cancel 
the A~I~,, factor. This is possible for small but arbitrary A0 only if X(x, y)f(x) 
has a power law behavior: 

~(x, oo)f(x) oc x~/~.. -~ if a/A..  < 1 (49) 
x - - ~  

But then it follows that the main contribution to the integral in the numerator 
does not come from the cutoff, since there is an extra 1/x factor in the 
integrand, but from x of  order unity. Thus we have shown that 

�9 a oc Ag(1-~/~.. ~, ra oc ~-(~..-a~ (50) 

The relations (50) contradict early conjectures of  Suzuki(S~ and Stoll et al. (a6) 
but agree with conjectures based on (generalized) Ginzburg-Landau treat- 
ments, (s2~ high-temperature series expansions, (sa~ and the cluster dynamics 
treatment. (~a~ In addition, Suzuki (s4~ has pointed out why his earlier argu- 
ments (5~ in favor of  racc e-a. .  were inconclusive. 

5.2. Cluster Dynamics Trea tment  of  Nonlinear Slowing Down 

Whereas the previous results only required the final state to be in the 
critical region, we now also assume that the initial state is close to To. We 
start by considering an exactly soluble case in more detail. At the critical 
isotherm and r = 1, we have in the case of the Fisher model, from Ref. 13, 
Eqs. (62) and (A10a), 

( ~  ( - - [ ~ ) m  ( I 1 1 e x p ( _ k h t ) )  ) x 2F1 2 + g - m ,  1 + g ,  3 + g ,  
m = l  

• - F (3  • 
(51) 

qo ) 
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Since 2Fl(a, b, c, 0) = 1, the sum in the numerator approaches 
-([2xht/h)(1 + 12xh[/h) -1 for t - + ~ .  For ]2xh[/h-++o~ and large t the 
numerator thus approaches exp[- /~ht(2 + 1/3)], while for the denominator 
we use 

<tz(0)> - </z(oe)> ~ O(h + [Ahl) 1'0 - Oh ~/~ ~ DIAh[ 1/~ (52) 

Thus we get for t -+ oo 

(p~.~(O, t) oc (h/[zXh[) ~/~ exp[- /~ht(2 + 1/8)] (53) 

while Eq. (51) gives for Ah/h -+ 0 the thermal equilibrium relaxation function 

q~.(0, t) oc exp [ -Rh t (2  + 1/8)] (54) 

without this extra factor (h/[2xh[) ~/~. Integration over time shows that the 
equilibrium relaxation time ~-.. = f o  ~..(0, t) dt diverges as r . .  oc h -1 as 
h - +  0 at fixed Ah/h, while the nonequilibrium relaxation time r .au= 
f~  (~.u(O, t )d t  diverges as ..~uoc h -(~-~/~) as h - +  0 at fixed Ah. This is a 
special case of Eq. (50), since in our case (r = 1) we have A.. = /3~ and 
a = fi since we consider the order parameter. The relation (53) illustrates the 
fact that the general scaling structure of the nonequilibrium relaxation 
function of the order parameter is 

/ h \1/~ 
~u(O, t) = ~.(tha../a~, Ah/h) ~ ~--~) (5.' (thA.; '~ ~) ,  �9 = 0 (55a) 

A n  ~ (~. (0, t) = ck.(teA.., Ah/. ~) ~ (ee/2xhZ/~ oo), h = 0 (55b) 

where ~.'(x) and q~(x) are functions which decay like a simple exponential 
for x - +  o% and the same structure holds also for ~b~r(0, t). With respect to 
the energy, one instead has 

q~u(O, t) = h (1-~)l"~qgE'(tha.J~ e = 0 

~u(O, t) = . 1 - ~ ( t . a . . ) ,  h = 0 (56) 

and the same structure holds for q~r(0, t). These results follow also from 
more general droplet model considerations. 

As a further example we show in Fig. 7 an example for q~'(0, t) at the 
coexistence curve in three dimensions, which was obtained by numerical 
solution of  Eq. (36) as described in Section 4.3. Here e-B~r(0,  t) is plotted 
versus t~ . .  for three values of AT/~T~. While for larger values of t~a.. these 
curves already approach the limiting scaling function ~ [Eq. (55)], the be- 

t " x -  e /A~ .  havior at small t~a.. is different: The reason is hat ~.(x) oc for x ~ 0, 
while e-B~.ar(0, 0) is finite for any finite value of 2xT/~T~. 
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Fig. 7. Nonequilibrium relaxation functions 
r t) at the coexistence curve below T~ 
plotted versus scaled time. Parameter of the 
curves is IA~/~[. 
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Thus the cluster reaction treatment is fully consistent with the general 
theory of Section 5.1 and proves scaling assumptions made there. 

5.3. Computer  Experiments on Nonlinear Slowing Down in the 
Two-Dimensional  Glauber Model  

The first Monte Carlo study of nonlinear slowing down by Ogita et al. ~1~ 

was consistent with ~.Ar oc E -1.7 and r~ r oc ~-0.3; the large inaccuracy of these 
data obviously does not allow us to draw any firm conclusions concerning 
exponent estimates, however. The more accurate work of Stoll et al. (36~ 

resulted in estimates ~-.. oc E-1.85 and Ar ~-1.8~ z. oc . However, the relative 
accuracy of  these exponent estimates is 5-107o, and a substantial improve- 
ment of  accuracy would require prohibitively more computing time due to 
the intrinsic difficulties of  applying the Monte Carlo method at a critical 
point. (55~ Therefore it is not surprising that the difference between A.. and 
A..  - fl = A -- 0.125 did not show up clearly in the data. (55~ Clearly more 
promising would be a study of r~ r, since its exponent Au. - ( 1  - c 0 = 

Au. -- 1 differs much more drastically from the exponent of  r ~ ,  which is 
A ~  = Au.. In Ref. 36 only ~E~ was calculated, not .~r. We have performed 
such a calculation for an 80 x 80 lattice of  classical Ising spins (i.e., s -+ oe), 
where static properties were studied in some detail. (~6~ AS initial state a 
completely ordered spin configuration was chosen, corresponding to a switch 
of  temperature f rom 0 K to T. Figure 8 gives the results, and also shows 
data on the static susceptibility as a comparison. It  is seen that roughly the 
correct asymptotic exponent of  the susceptibility 7' = 1.75 is observed in a 
temperature interval 0.1 < 1 - Tc/T < 0.5, while at higher temperatures a 
different noncritical behavior sets in and at temperatures closer to Tc the 
critical divergence of the "statistical errors"(s~ leads to estimates for the 
static susceptibility which are systematically too low, similar to what was 
observed in earlier calculations (3~'57~ in the s = 1/2 case. Therefore both the 
regimes 1 - T~/T > 0.5 and 1 - T d T  < 0.1 had to be discarded also in the 
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kBT~X' ~ slope-1.75 
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Fig. 8. Monte Carlo results (points) for the 
static susceptibility kBTx (upper part) and 
energy nonequilibrium relaxation function 
(lower part) of the classical kinetic Ising 
model on the square lattice. Times are ex- 
pressed in units of Monte Carlo steps/spin. 

calculation o f  r~ ~, to avoid systematic errors. F rom Fig. 8 it is seen that  the 
estimate for the exponent  o f  ~.~T obtained by us is/X~T ~ 0.9, which is fairly 
consistent with the scaling estimate A~" = A,~ -- 1 since (39"49) A~  ~ 2. 

In  a similar but  independent recent study Bolton and Johnson  (58) ob- 
tained A~ ~" ~ 0.4, which is comparable  to the result o f  Ogita et al. (1) but 
disagrees with ours. We believe that  these results are incorrect, however, since 
they are based on data  closer to To, which are rather  unreliable, since the 
statistics o f  their studies is no t  better than ours. In  fact, close to Tc one 
expects statistical relative fluctuations o f  the energy in an L • L s y s t e m  
which behave as ~-~I2L as c --~ 0, while at the same time the scale o f  q~T(0, t), 
where its main contributions comes from, is given by the factor  ~z-~ [cf. 
Eq. (56)], which goes strongly to zero as ~ --+ 0. Reliable estimates o f  q~'(0, t) 
are possible only as long as ~b~T(0, t) >> ~-~I2/L, i.e., ~ >> L -~ for two dimen- 
sions. This condit ion was over looked in Refs. 1 and 58 and therefore the 
error  o f  their estimates for  A~T is very pronounced.  
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6. C O N C L U S I O N S  

The aim of the present paper was an extension of the cluster reaction 
approach developed by Binder et al. (12-14~ in particular, applications to other 
physical systems and nonlinear slowing down. Our results include: 

(i) Various possibilities of cluster pictures have been critically compared, 
and "fluctuation clusters" were defined in terms of a coarse-grained order 
parameter ~(r). "Clusters" are the fluctuations of this coarse-grained order 
parameter. The properties of very large clusters above and below Tc differ 
from each other, since large, domainlike fluctuations (Fig. lb) are important 
only below To. (Thus an essential singularity for h = 0 should occur 
only below T~, but not above T~.) The consequences for dynamic properties 
may be more drastic (e.g., different velocity laws for cluster waves above and 
below Tc in models with propagating cluster modes, etc.). 

(ii) Assuming that for models without energy conservation it is sufficient 
to use only one cluster coordinate (i.e., its excess of the order parameter, 
which is the slowest varying variable in the system), we have proposed a 
cluster reaction-diffusion-propagation equation. The reactions and diffusion 
of clusters lead to a damping of propagating cluster waves. In the limit where 
cluster waves are unimportant, the equation reduces to the reaction-and- 
diffusion equation studied before. ~12-~4~ 

(iii) An extension of the treatment to include other cluster coordinates 
(like the cluster energy) has also been given, similar to the treatment of multi- 
component nucleation theory. ~35~ We showed that in models without conser- 
vation laws the inclusion of such additional degrees of freedom does not 
affect the leading singularities in the dynamic response functions, but leads 
only to corrections to scaling. 

(iv) The one-coordinate cluster reaction equation has been solved 
numerically for a variety of cases not accessible to exact solution. Its eigen- 
value spectrum stays discrete in all these cases (except right at the critical 
point). The relaxation functions and dynamic susceptibilities are obtained by 
numerical integration in a variety of cases. Use of the droplet model of 
Reatto and Rastelli allows a treatment of both T > Tc and T < To, while 
the Fisher model is restricted to T < T~. We showed that the relaxation 
functions for T < T~ in both models nearly coincide. This fact suggests that 
the calculated relaxation functions should be reasonable approximations to 
the actual exact function, since they do not depend strongly on the details of 
these approximative models. Numerically, however, the dynamic suscepti- 
bility is nearly indistinguishable from an ordinary Lorentzian, and hence the 
polydisperse nature of the relaxation can hardly be seen by scattering experi- 
ments, unfortunately. 

(v) A general scaling theory of the nonlinear slowing down has been 
developed, which is not restricted to (inaccurate) generalized Ginzburg- 
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Landau assumptions like the approach of  Racz, although it leads to the same 
scaling relations for the critical exponents of  nonlinear slowing down. We 
emphasize the fact that this part  of  the treatment is far more general than the 
cluster model approach of the rest of  the paper, although the cluster approach 
again leads to results which are a special explicit case of  our general formal- 
ism. Numerical calculations of  nonlinear relaxation functions have also been 
presented in the three-dimensional case. In principle, these results could be 
compared with quenching experiments (59~ in the superstructure alloy NiaMn. 
We did not at tempt to perform this comparison, due to uncertainties in the 
activation energy for the atomic exchange process, which affect somewhat the 
accuracy of these results. (52~ A meaningful comparison must await an inde- 
pendent determination of this activation energy. Nevertheless we strongly 
suggest that additional similar experiments be performed. 

(vi) Monte Carlo results for the nonlinear slowing down of the energy have 
been presented, and are reasonably consistent with our theoretical predic- 
tions, although the data are restricted to temperatures not too close to To. 
The failure of  other, similar Monte Carlo treatments (1'58~ is traced back to 
the use of  data too close to Tc where the dominant part  of  the energy relaxa- 
tion function has the same magnitude as energy fluctuations in the finite 
sample. In order to obtain meaningful estimates in that temperature regime, 
considerably larger systems or better statistics would be required. 
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